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Abstract

The analysis of the structure of web sites and patterns of user navigation through these sites is gaining attention from different disciplines, as it enables unobtrusive discovery of user needs. In this chapter we present an overview of models, measures and methods for analysing the structure of web sites and user navigation that can be used for personalizing navigation support. Specific attention is given to the problem of identifying users getting lost by their navigation style.
1 Introduction

I am looking for some specific information in a large corporate web site. Unfortunately, the menu structure is quite confusing. I select the category that seems to match my information needs and I try to follow links within the text until I have found what I need. After navigating for a while, I really have no clue in what section of the site I am.

I try to return to the last page I found that seemed to provide a - hopefully - promising alternative way to the information I am looking for. I can't find that page using the navigation support of the site, so I decide to use the back button.

After clicking about thirty times, I have found the page I thought I needed. I click on some links and realize that it would have been better to follow the original path. Alas, I can't find it in the browser history anymore.

At first sight, surfing on the internet is a relatively easy task. However, as illustrated in the example above, finding the information you need can be a very frustrating undertaking. The great thing about web sites is that users can access the information they need in the order they prefer (Chen & Macredie, 2002). This freedom comes at a price, though, as users must invest effort to keep track of their locations. This will cause no problems in sites that a user is already familiar with. Most people will not get lost in their hometown either. In many cases users will find their way in unfamiliar sites as well, making use of their previous browsing experiences and knowledge about the domain. Most experienced drivers will not have too much trouble driving all the way from Amsterdam to Rome, even if they have not done that before. However, if users fail to understand the way a site is structured, they will most likely not succeed in finding the things they are interested in. Most people will end up getting lost when dropped in a big forest with poorly indicated trails, especially if they do not walk forests on a regular basis.


Most larger web sites can be compared with forests, offering many trails that can be followed, which intersect quite often. Each web page offers a number of choices where to go to, requiring the user to (Thüring, Hanneman & Haake, 1995)

· identify their current position in the web site;

· reconstruct the way that led to this position;

· distinguish among different options for moving on from this position.

When users fail to do so, they might arrive at a particular page and forget what was to be done there, they might neglect to return from interesting side-tracks or they might miss some pages that contain relevant information. In hypermedia research, this phenomenon is called the problem of users getting lost in hyperspace (Otter & Johnson, 2001).

Fortunately, most web sites offer navigation support that helps the user in keeping track of their position. These so-called contextual navigation aids, such as menus, index pages and site maps, do not only enable users to navigate, but expose elements of the site structure as well, therewith allowing the user to establish a sense of their current location. As will become clear at the end of this chapter, many different forms of context information can be thought of, each addressing different user needs. However, too many navigation aids will clutter the screen and confuse the user (Park & Kim, 2000). For this reason, it is important that the user is provided with those navigation aids that are needed to support them in understanding the site structure, and that less helpful navigation aids are omitted (Thüring et al., 1995). Adaptive navigation support is an answer to this problem. With knowledge of the user’s navigation behaviour and interests, contextual navigation aids that best address the current user needs can be selected (Eirinaki & Vazirgiannis, 2003).

One way to discover user needs is to gather them explicitly, for example through online questionnaires. As an alternative that does not ask extra effort from the user, the analysis of user navigation paths is receiving more and more attention from both the research community (McEneaney, 2001) and the e-commerce community (Rozanski, Bollman & Lipman, 2001). However, at the moment of writing, claims of success have been limited. One reason for the limited success is that the content and structure of sites have been overlooked (Cooley, 2003).

In this chapter we present an overview of methods for analysing the structure of web sites and user navigation through the site structures that can be used for personalizing navigation support. Specific attention will be given to the problem of identifying users getting lost by their navigation style. The next paragraph will give an overview of the process of web personalization and common methods for obtaining and preparing data from the web. Models and analysis methods for analysing the site structure and user navigation will be presented in the third and fourth paragraph, respectively. In the fifth paragraph we return to the problem of how to recognize users getting lost in hyperspace and how to help them finding their location again.

2 Background

In this paragraph, a general overview of the process of web personalization is given. In the first section we describe the process of web personalization and common techniques that are employed during this process. The second section deals briefly with the process of gathering the data that is needed as an input for the personalization process.

2.1 The Process of Web Personalization

Adaptive hypermedia is an alternative to the traditional one-size-fits-all approach in the development of hypermedia systems. Adaptive hypermedia systems build a model of the user and use this model throughout the interaction with the user (Brusilovsky, 2001). Web personalization is a specialization area of adaptive hypermedia, specifically aimed at improving the usability of web sites (Eirinaki & Vazirgiannis, 2003). The term ‘web personalization’ is also often used in e-commerce, with a slightly different meaning and serving slightly different goals. E-commerce web personalization usually means the segmentation of user groups in order to create and aim effective messages at customers (Rozanski et al., 2001). Though the goals are different, the methods employed by both researchers and marketers are quite similar.

Recently several models of adaptive systems have been proposed in the literature. These models represent different points of view and focus on different aspects of adaptation. What they do have in common, is that they separate the adaptation process in several stages (Weibelzahl, Paramythis & Totter, 2003).


The first stage is the collection and interpretation of observable data, also called web mining (Srivastava, Cooley, Deshpande & Tan, 2000). There are many kinds of data that can be used in web mining: the content of the web pages, the structure of the site, the pattern of usage of web pages and user profiles (e.g. demographic information or customer registration data). This data can be collected at different sources, which will be explained at the end of this paragraph. 


The second stage is the inference of usable information from the observed data, which results in the creation or updating of corresponding models. Many mechanisms can be employed for this purpose, such as

· graph theory: mathematical analysis of the node-and-link structure of web sites and navigation paths. This technique will be dealt with in the next two paragraphs;

· link analysis: this method is closely related to graph-theoretic approaches, but link analysis includes more sophisticated methods for predicting the ‘importance’ of web pages. The most well-known method is the PageRank system, originally used in the Google search engine;

· probabilistic methods: prediction of user navigation behaviour, making use of stochastic models

· text analysis: the indexing, scoring and categorization of textual documents, as well as discovering user interests making use of techniques developed in the fields of information retrieval and machine learning

· user segmentation: the identification of groups of users, based on e.g. their demographics, background, interests, behaviour and current user context.

An excellent and in-depth overview of the techniques mentioned above can be found in (Baldi, Frasconi & Smyth, 2003).


The third and last stage of the adaptation process is deciding how the system should be adapted, or how the system behaviour should be changed, and to apply the adaptations. In general, two distinct areas are distinguished: content level adaptation or adaptive presentation and link level adaptation or adaptive navigation support (Brusilovsky, 2001). Examples of content level adaptations include the insertion, removal or revision of text fragments, or adaptation of modality (e.g. from text to speech). Adaptation of the link structure will be dealt with in paragraph five.

An important issue that should be encountered during the whole adaptation process is privacy violation. Many users are reluctant to give away personal information either implicitly or explicitly. In general, users are hesitant to visit Web sites that use cookies and avoid disclosure of personal data in registration forms, as in both cases, the user loses anonymity. Although privacy is dealt with by various organizations, it is still an open issue (Eirinaki & Vazirgiannis, 2003). 

2.2 Collecting the Data

In the next paragraphs we will describe conceptual models of the structure of web sites and user navigation through these structures, and methods to analyse these models. Obviously, these analysis methods are only useful if the models can actually be created. Therefore, in this section we describe briefly the process of collecting and interpreting the data needed, to give the reader who is unfamiliar in the domain of web mining a bit more ‘hands-on’ feeling on the matter.

A model of the site structure describes the way in which pages are related through hyperlinks. Conceptually, it is quite simple to obtain this structure: load the site’s home page and recursively follow all links. Computer programs that autonomously navigate the web and download documents are known as crawlers or spiders. However, for dynamically generated sites, especially sites that make use of personalization technologies, it is not trivial to determine which pages are equal. It is beyond the scope of this chapter to deal with the matter in detail. In (Cooley, 2003) and (Baldi et al., 2003) the concepts are explained in more detail.


A more conceptual problem is that an individual page view, the contents that are displayed in a browser window at some moment, may consist of several documents. Frames are the most well known example of this fact:  it is not uncommon that a page view consists of two or three frames. Often, there is a top frame for general site navigation, a left frame for more specific navigation and a main frame that provides the actual content (Cooley, 2003). For the sake of simplicity, we assume that each web page that is modelled in the site structure reflects a possible page view, which may be either a single page or a page that consists of several frames or otherwise embedded pages.

A model of user navigation is created from the list of links selected and the time elapsed between them, i.e. the user navigation path. This data can be collected from different sources.


The most widely used source of navigation data is the web server. The great advantage of server-side collection is that the data is collected ‘for free’. Moreover, the server also provides content data, information on the site structure and other meta-information (such as the size of a document and its last modified time). To start with, it is hard to identify unique users, as a unique computer need not represent a unique user. Common techniques to solve this problem include requiring the user to log in and the use of cookies (Srivasta et al., 2000). Further, it is necessary to separate a user’s site access into individual sessions. This can be achieved through timeout mechanisms or session identification numbers. The last problem we mention is the need of path completion. Requests for pages that were stored in a web browser’s or a proxy’s cache, are not received by the server (Cooley, Mobasher & Srivastava, 1999).


In contrast to web servers, which collect information from multiple users on a single site, client-side data collection provides data from a single user on multiple sites. Client-side data collection does not suffer from most of the problems associated with server-side collection, but it requires user cooperation, for example by using a modified browser. Because of the richness of client-side data, it is the preferred mode of data collection for usability studies (Baldi et al., 2003).


A web proxy acts as an intermediate level of caching between client browsers and web servers. Usually proxies are used to reduce the loading time of a web page. The great advantage of proxy-side data collection is that data from multiple users on multiple sites can be obtained.  Although not as flexible as client-side data collection, proxy-side collection enables continuity of user tracking and personalization between different web sites, and enables collaborative filtering techniques and user segmentation. 

3 Revealing the Site Structure

Web sites, and hypermedia documents in general, can be regarded as relational structures, consisting of a set of entities – the pages – and relationships between those entities – the hyperlinks. Such structures are usually modelled as graphs. In such a graph, the pages are represented by vertices. Each hyperlink is represented by an edge that connects the corresponding vertices (Di Battista, 1999). User navigation paths through the web site can be regarded as an overlay of the site graph, consisting of only the pages visited and the links followed. In the field of web usage mining, the site structure has often been overlooked, which is surprising as user navigation is, to a great extent, influenced by the site structure (Cooley, 2003). In this paragraph we construct a graph model of the web site and provide an overview of methods that can be used to analyse this model. 

3.1 Modelling the Site Structure

As mentioned before, the structure of web sites can be modelled as a graph. In this graph model the vertices represent individual web pages and the edges between the vertices represent the links between the pages. As links within a hyper document convey semantic relations between pages (e.g. a concept mentioned on page a is explained on page b), the site graph can be regarded as a model of the information present in the web site. One can treat each link as equally important, but it might be useful to take the similarity between pages that are linked, or their relative importance, into account in the model. A proper means is to assign weights to the vertices (i.e. the pages) or to the edges (i.e. the links). Several possibilities are mentioned in the literature, amongst others (Heer & Chi, 2002):

· each link can be assigned a weight that represents the textual similarity between pages;

· each link can be assigned a weight corresponding to the frequency with which users follow the link;

· each link can be assigned a weight corresponding to the link type (various link types are mentioned in the second section of paragraph five);

· each page can be assigned a weight corresponding to its importance (this concept is explained in the next section);

· each page can be assigned a weight corresponding to the average time users spend on the page;

· each page can be assigned a weight corresponding to the frequency with which users visit the page.

Further, each link can be considered as directed, from a source page to a target page, or undirected. In many cases this distinction turns out not to be essential (Baldi et al., 2003). However, given the character of links within web sites, directed edges appear to be the most appropriate.

3.2 Analysing the Site Structure

On a detailed level, different types of pages can be recognized by the linkage to and from a page. (Pirolli, Pitkow & Rao, 1996) classified pages in four main categories:

· head page: first page one would visit in a set of related pages;

· index page: a page that serves to navigate users to relevant other pages;

· reference page: a page that is used to explain a concept or contains actual references;

· content page: a page whose purpose is not to facilitate navigation, but to deliver information.
These different types of pages can be identified with quite high precision using the following structural metrics: the size of the page, the number of links that point to and from the page, the number of times the page was requested, number of times the item was identified as the source node of a path, the textual similarity to its children and the number of pages that can be reached from this page. Head pages are usually one of the first pages a user requests when visiting a site. Head pages have a reasonable number of outgoing links and most pages within the site can be reached from the head page. Index pages are relatively small, but contain a large number of outgoing links. Reference pages are usually somewhere at the borders of the site, with few links pointing to and from them. Content pages are large in size, have a more central position in the structure, but they do not have many links, as their main purpose is to deliver information. Naturally, this is a pretty broad classification, which may need some refinement.


A different perspective on the types of pages is their relative importance. (Kleinberg, 1999) deploys the link structure for recognizing so-called authorities and hubs – pages that are seen as important and pages that link to many important pages respectively. The basic intuition behind his iterative algorithm, HITS, is quite simple: a good hub is a page that points to many good authorities and a good authority is a page that is pointed to by many good hubs. Originally, the HITS algorithm was designed for links between sites. However, although links within a site can hardly be seen as reliable indicators of the significance of a page, they do convey semantic relationships between pages. Following such a link can be regarded as recognizing the relationship as interesting.

Seen from a higher level, interesting structures can be recognized from the site structure, such as clusters, richly interconnected parts of the site graph dedicated to a topic with but a few links to other topics (Pirolli et al., 1996). Web sites are designed in many different ways, as their originators may be as diverse as individuals, small businesses, multinationals and governmental institutions, each covering a different domain. The targeted user group is of influence as well: a web site for physicians will differ in content, terminology, writing style and depth from a web site for patients; first-time users need an overview of the site, intermittent users need an orderly structure and familiar landmarks and frequent users demand shortcuts to speed repeated tasks (Shneiderman, 1997). These aspects will be reflected in the organization of the site.
Graph theoretic measures can be used to analyse the structures of individual clusters or of the site as a whole in order to gain insight in the freedom of navigation that a site permits and the distances a user can travel from a specific point. We will mention some examples and encourage the interested reader to refer to an introductory book on graph theory, such as (Jungnickel & Schade, 1999).


There are several ways to express the navigational complexity of a site. It has been reported that the larger a site, the more structuring is needed to prevent disorientation (Botafogo, Rivlin & Shneiderman, 1992). The average number of links on each page and the link distribution indicate the average number of choices a user has to make while navigating. The more choices a user is allowed to make, the more compact the resulting site structure. The compactness measure, as developed by (Botafogo et al., 1992), compares the compactness of a site to a theoretical maximum and minimum. The linearity of a site indicates the order for reading imposed by the author, i.e. the presence of trails of pages that must be viewed consecutively.  Usually, more hierarchical and less cyclic structures are easier to navigate, but may require the user to backtrack more often. 


Distance is a measure for the shortest path between any two pages or clusters. The average distance between all two pages or clusters in a site can be regarded as a predictor of navigation effort that is required from the user. Clusters or pages in the periphery of a site are expected to cover topics that are only relevant for a small group of users, whereas central pages or clusters – with a small distance value – are expected to cover topics that are of relevance for all users. Central pages with many outgoing links are likely to be strategically positioned index pages. Another important distance measure is the distance of a page or a cluster from the head page, the first page a user visits on a site.

4 Interpreting User Navigation

In the previous paragraph we have modelled the site structure as a graph. As mentioned before, user navigation paths can be regarded as an overlay of the site graph, consisting of only the pages visited and the links followed. Although sequential information from the original path records may be lost because of this mapping, this simplified view remains informative enough for analysis purposes (McEneaney, 2001). In this paragraph we describe the navigation graph model and the information that can be obtained from this model.

4.1 Modelling User Navigation

User navigation paths, as collected in the web mining process, are lists of links selected and the elapsed time between them. Many types of information can be extracted from these lists. As we have seen in the previous paragraph, the site graph can be enhanced with weights that represent e.g. the frequency with which a page is visited or its size. The navigation paths themselves can also be analysed separately, in order to discover patterns that indicate navigation strategies chosen and usability problems encountered. The most straightforward method is to extract sequential patterns from the collected list of navigation steps, which may be used to find common trails (Tauscher & Greenberg, 1997). However, when mapped onto a graph structure, much more qualitative information can be found.


Similar to the site structure, in the navigation graph pages visited are represented by vertices and each link followed by an edge that connects the corresponding vertices. Navigation graphs can represent one session of a particular user as well as all sessions of an entire user group. As mentioned before, the navigation graph can be seen as an overlay of the site structure. In fact, the navigation graph may contain edges that are not present in the site structure, as a result of the user typing in a web address directly or the usage of browser history mechanisms such as the back button. 

It is quite common to assign weights to the edges that represent the frequency with which a link is followed (McEneaney, 2001). The time that users spend on different pages has been reported as an important feature (Shahabi, Zarkesh, Adibi & Shah, 1997)., which makes it the most likely candidate for assigning weights to the pages. Nevertheless, the type of analysis might demand other weights to distinguish between pages. As an example, one might want to weigh a page according to its size, if one is interested in the fact whether users mainly return to content pages or to index pages.

4.2 Analysing User Navigation

As might have become clear from the previous paragraphs, there are many factors that influence user navigation; amongst others the structure of the web site, the user’s goal, the user’s expertise in the field covered, the user’s cognitive style, and technological factors such as available bandwidth have an impact on the navigation strategies users follow and the usability problems they encounter.


User navigation can range from goal-directed task completion to more unstructured browsing and exploration of the availability of information or services (Shneiderman, 1997). It is not unlikely that different navigation styles can be observed in a single session: free exploration may result in goal-directed search activities. With knowledge of the type of session in which a user is engaged, it is easier to recognize navigation patterns that indicate usability problems. Several taxonomies of browsing strategies are presented in the literature, all employing a scale ranging from goal-directed to explorative. The taxonomy as described in (Rozanski et al., 2001) is a bit more refined, and provides some concrete numbers:

· quickies: 1-minute sessions that centre around visits to two or fewer familiar sites; users spend about 15 seconds per page, extracting specific bits of information;

· just the facts: 9-minute sessions in which users seek specific information from known sites; users spend about 30 seconds per page, finding and evaluating specific bits of information

· single mission: 10-minute sessions in which users want to complete a certain task or gather specific information; users spend about 1.5 minute per page, which indicates that the occasion involves some reading;

· do it again: 14-minute sessions in which users visit familiar sites to perform familiar actions; users spend about 2 minutes per page;

· loitering: 33-minute sessions in which users visit familiar ‘sticky sites’, such as news, gaming and entertainment; users spend about 2 minutes per page;

· information please: 37-minute sessions in which users build in-depth knowledge of a topic from a range of sites;

· surfing: 70-minute sessions in which users visit a wide range of pages; users spend about 1 minute per page, which indicates more superficial  browsing.

Page revisits are quite common in web browsing. According to (Tauscher & Greenberg, 1997), about 58% of the page requests involve pages visited earlier. It is common that users have a small set of pages that they visit frequently, such as organization home pages, index pages, web applications and search engines. The actual content of this set is subject to change, as the user discovers new interesting pages quite frequently. There are several reasons for revisiting a page, amongst others (Tauscher & Greenberg, 1997):

· the information contained in them changes

· users wish to explore the page further

· the page has a specific function (e.g. search engine)

· the page is on a path to another revisited page

An interesting aspect of revisitation behaviour is that users tend to operate in one small area within a particular site, especially when the site is large. Surprisingly, many users prefer to return to the head page before leaving the site (Catledge & Pitkow, 2001).                                        

Similar to the site structure, graph theoretic methods can be used to analyse the navigation paths in order to gain insight in what users are doing and what problems they encounter (Herder & Van Dijk, 2003). (McEneaney, 2001) developed measures for the compactness and linearity of user navigation. Compact navigation paths indicate that users follow a shallow search strategy, which is often more successful than less compact, more linear navigation. Distances in the navigation graphs indicate how users organize their navigation session: users that create a navigation graph with many nodes, but small distances, are likely to have regarded their session as one task, in contrast to user navigation graphs in which clusters can be recognized. Page revisits will create cycles in the graph; the larger the cycles, the longer users wait before they return to a page they visited before. As will be explained in more detail in the next paragraph, this particular aspect of backtracking serves as a good indicator for lostness.


 It is also worthwhile to compare the navigation graph with the site structure. Navigation graphs may also contain edges that were not present in the site structure, in most cases as a result of backtracking using the back button. The presence of many of such edges might indicate that the contextual navigation aids, which typically point to important navigational landmarks they visited before, need to be enhanced. The same might be needed when users often return to the head page, instead of to strategically positioned index pages. Frequent visits to a particular content page are an indicator that a user is interested in its content, and perhaps in similar pages.


Several researchers have employed probabilistic methods, such as Markov models, to predict which page users are likely to visit, based on the pages they, or similar users, have visited before (Baldi et al., 2003). The navigation graph, with edge weights according to the frequency with which they follow the corresponding links, and the measures that describe user navigation strategies, can also be regarded as such a probabilistic model.

5 Leveraging Lostness

In this paragraph we return to the problem of users getting lost in hyperspace, which was introduced at the beginning of this chapter. In the first section we present a short study that clarifies the use of navigation graphs for predicting such usability problems. In the second part of this paragraph a variety of contextual navigation aids is presented, all of them treating lostness in their own way.

5.1 Case Study: Navigation Patterns and Lostness
Although disorientation and the problem of ‘lostness in hyperspace’ are considered as an important issue, very few attempts have been made to quantify these issues (Otter & Johnson, 2001). Moreover, the attempts known from the literature have led to contradictory results.

Pauline Smith (1996) takes as a starting point for her lostness measure the assertion that lostness should be viewed in terms of degradation of user performance. She proposes a lostness rating, based on the relative amount of revisits while searching, and on the number of navigation actions compared to the minimum number required. In other words, any form of revisitation is used as a piece of evidence for lostness.

John McEneaney (2001), on the other hand, concludes that users who employ shallow, hierarchical search strategies are more successful in their search than those who followed more linear paths. In other words, revisits to navigational landmarks can be seen as a sign that users have formed an accurate model of a web site.

Both studies report that their lostness measures are validated by user studies, in both cases making use of a system that provides teenagers with study advice. Although the results provide evidence that measures of user navigation can be used to predict lostness, it appears that a single measure is insufficient for this purpose and that it might make sense to use a ‘battery of measures’ (Otter & Johnson, 2001) that have been shown to measure lostness to some degree. 
In (Herder, 2003) a pilot study is described, in which measures derived from the navigation graph are compared to users’ perceived disorientation. Users were asked to carry out some tasks in the field of personal finance and online shopping by browsing through different web sites. Some tasks were meant to invite open-ended browsing and other tasks were more goal-directed. After the navigation session, the subjects were asked to evaluate their performance. The evaluation included statements on perceived disorientation that were derived from a survey by (Ahuja & Webster, 2001), such as

· it was difficult to find my position after navigating for a while;

· quite often I unexpectedly returned to a page I had visited before;

· the overall structure of the site is clear and easy to work with.

From the results it can be observed that the time that users spent on pages proved to be a valuable indicator for lostness. We measured the median view time, in contrast to the average view time that is suggested in literature. In general, users spent only little time on the large majority of pages before selecting a link. The median view time is not affected by the few ‘high content’ pages that were inspected more carefully, and thus provides a better indicator for the average view time while browsing. It turned out that users who reported a higher degree of lostness, spent more time on pages while browsing than others.

The percentage of revisits did not correlate with perceived lostness. However, results indicated that users who displayed certain patterns of revisitation felt more lost than others. The average number of times that a page was revisited – with pages that were visited only once excluded – proved to be a good indicator. This provides evidence for the observation of (McEneaney, 2001) that users who are better able to make use of the site structure – and of navigational landmarks – are more successful in navigation. User who tended to wait longer before returning to a page they visited before, therewith creating larger cycles in their navigation graphs, also reported fewer problems related to lostness than others. 

Results from the pilot study indicate that combined measures on revisitation behaviour and view time, which can be derived from the navigation graph, are highly useful for predicting problems associated with lostness. Although more measures need to be analysed and validated, it is most likely that the prediction of lostness using navigation metrics will not reach perfection. However, even with slightly imperfect mechanisms it is still possible to recognize users getting lost to a certain degree.

5.2 Providing the Right Context
Until now, we have only dealt with the problem of inferring user needs from their navigation patterns, combined with knowledge of the site structure. In the previous section we presented a case study that relates navigation patterns to users getting lost. In this section various forms of contextual navigation support are discussed, all of them addressing the problems associated with lostness in a different way.
Context information is defined as the explanation of user’s current situation in the web environment. The context information is important for effective navigation, as each navigation process is inextricably tied to the structure of the site. Two types of user context can be distinguished: the spatial context and the temporal context. The spatial context describes a user’s current location and the options to navigate to from that point; the temporal context describes the way that led to this position. Sites that mainly provide information, as opposed to service-oriented sites such as online shops, invite use of temporal navigation aids. The spatial context has been reported to be equally useful for all kinds of web sites (Park & Kim, 2000). 


Contextual navigation aids in web sites are usually not embedded in the content regions, but in separate regions that we will call navigation bars (Miles-Board et al., 2002). Menus, indexes and site maps are examples of such navigation bars. By contrast, links within the content region are usually associative links, which interlink semantically related concepts. Disabling, removing or annotating associative links are common adaptive hypermedia techniques that can help users to find information items more easily (Brusilovsky, 2001). However, it does not improve the context information needed to prevent disorientation or cognitive overhead. In the remainder of this section we will list a variety of contextual navigation aids that provide different kinds of orientation clues.  Obviously, there is only a limited number of navigation bars that can be provided to the user at once. Given the current user needs, the best approach is to select only the most relevant navigation bars and adapt them to the user’s current situation.

Most web sites already have menus and index pages that facilitate navigating through the site structure. Unfortunately, usually the menu text is the only information a user gets about the page it will lead to, apart from the destination web address. A more sophisticated link preview – for example in a layer that is only displayed when the mouse rolls over the link – is highly desirable (Weinrich, Obendorf & Lamersdorf, 2001). Relevant add-on information includes:

· page contents: e.g. title, author, language, summary;

· page type: e.g. head page, index page, reference page, content page;

· page format: e.g. web page, other type of document, file download, email address 

· page location: e.g. same site or external site, distance from current page in site structure;

· page visit history: e.g. frequency, latest access date, average view time;

· page relevance: e.g. indicator based on e.g. votes from similar users. 

Graphic visualizations of the site structure, the so-called site maps, form another solution to treat the ‘lost in hyperspace’ problem (Chen & Macredie, 2002). However, most web sites are too large to visualize. Even if all pages were discernable, comprehension and detailed analysis become more cumbersome as the map becomes larger. For this reason, it makes sense to only display a user’s local context. However, the loss of global context will hinder the user in recognizing relevant but distant sections in the site. In graph visualization, a common technique is to enlarge an area of interest and to show other portions of the structure with successively less detail – the so-called fisheye view (Herman, Melançon & Marshall, 2000). Personalization of the site map – for example by colour-coding pages visited and sections of interest – will also help in extracting usable information from the site map.

Related to site maps is the graphic visualization of users’ navigation paths, which describe their temporal context. Current web browsers maintain a history list that operates as a stack. The most recently visited page is usually pushed onto the top of the stack, so older pages appear underneath. Pages can involuntarily be popped off the stack and lost when a user backtracks and follows a new trail from that point (Tauscher & Greenberg, 1997). Several projects have investigated visualization of user navigation, amongst others (Gandhi, Kumar, Bederson, & Shneiderman, 2000), under the assumption that graphical navigation history views would help users to retrieve pages they visited before. These visualizations are quite similar to the navigation graph as presented in this chapter, either displayed on its own or as an overlay of the site structure. The extraction of usable information from the navigation history views can be enhanced by marking e.g. frequently visited pages and navigational landmarks. 

6 Conclusion and Future Perspectives
Traditionally, adaptive hypermedia techniques make use of the semantics rather than the structure of hyperdocuments. In the past few years, the structure of web sites and user navigation through these sites has received more attention from both the academic field and the commercial field. In this chapter we presented an overview of models and methods that are mentioned in the literature. Specific attention is given to the problem of how to measure users getting lost in complicated web site structures.

A different approach for providing the user better context information can be found in the semantic web initiative, which aims to add meta information that can be read by both users and machines. This will enable the creation of systems that find and combine information that match a user’s interests. Unfortunately, adding such meta information is not an easy task and authors are expected to be reluctant to deal with this matter (Weinrich et al., 2003). At the same moment, the web is still in the ‘Model T stage of development’ (Shneiderman, 1997).  There are no universally accepted guidelines and web technologies and designs are being refined continuously. For this reason, the analysis of web sites and the way in which they are used will remain important in order to clarify usability issues and to adapt existing site designs to user needs.
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